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We are happy to announce the � fth edition of the Agile Testing Days. Our working title for 2013 is:

“Setting, Increase, Early Veraison and Ripening of Agile Testing”
Just as good wine – Agile testing is maturing and getting better with every added year.

With respect to our conference theme, we would like to receive proposals for track talks of 45 minutes and workshops of 120 
minutes duration. Please � nd our topics of interest below and use the online form on our website to submit your speaking proposal.

The Call for Papers will close after February 28, 2013.

October 28–31, 2013
Potsdam, Germany

www.agiletestingdays.com

Call for Papers

  www.facebook.com/AgileTD         www.twitter.com/AgileTD         www.xing.com/net/agiletesting        www.agiletestingdays.com

The cloud introduced new opportunities and challenges to performance 
testing, but specific pros and cons vary significantly depending on your 
environment and goals. The term cloud is overused and covers a lot of 
different options. If we want to understand how the cloud may impact 
performance testing, we should consider all these options separately as 
they result in completely different performance testing contexts.

In performance testing we have two main components: the system under 
test and load generators. There may be other components for monitor-
ing, results analysis, etc., but they are not so important in the context of 
this discussion.

When we talk about load generators, we have three main options:

 ▪ Locally, the traditional option (for example, in a test lab).

 ▪ As a service. This option has existed for a long time (for example, 
load testing services provided by Gomez, Keynote, and other com-
panies). While we can refer to it as a SaaS (Software as a Service) 
cloud now, the only real change is that we now have more such 
companies (and, respectively, more choices) because it is easier to 
start such a service using cloud to provide the infrastructure.

 ▪ In IaaS (Infrastructure as a Service) clouds. This is a new option 
which makes it easy to access a large number of remote load 
generators. It was always possible to have a load generator on a 
remote machine, but now it is much easier. Some tools provide 
help with cloud deployments, which may be very handy when you 
need a large number of load generators for a large-scale test.

When we talk about the system under test, in addition to having the 
system locally (which may be anything from a development machine to 
the production system) we may now deploy it in a cloud. This helps to 
overcome one of the main reasons of not testing full-scale setups – lack 
of hardware resources. Now you can access as much resource as you like 
when you are ready for it. However, it may not be exactly the same kind 
of hardware and software that you use in your production system, so in 
getting closer to the scale of the system you may be farther away in terms 
of the details of the environment.

The best combination of options for you depends on the goals of per-
formance testing. Performance testing in the cloud (or from the cloud) 
makes sense for certain types of performance testing. For example, it 
should work very well if we want to test how many users the system sup-
ports, whether it would it crash under a load of X users, or the number of 
servers we need to support Y users, but only if we are not too concerned 
with exact numbers or variability of results (or even want to see some 
real-life variability).

Even in this case, the assumptions are that we aren’t introducing any 
bottleneck using the cloud (for example, saturating network bandwidth 
between the load generators and the system under test) and leave it to 
the cloud provider to worry about whether our tests will impact other 
cloud tenants.

However, it doesn’t work well for performance optimization, when we 
make a change in the system and want to see how it impacts performance. 
Testing in a cloud with other tenants intrinsically has some results vari-
ability, to the extent that we don’t control other activities in the cloud 
and, in most cases, don’t even know the exact hardware configuration. 
For example, if the system scales out by automatically creating an ad-
ditional application instance, the new instance may be outside of the 
network segment where other servers are. The effects may be even more 
sophisticated in case of Platform as a Service (PaaS) or SaaS clouds. So, 
when we talk about performance optimization, we may still need an 
isolated environment.

One interesting case is when the system is created to be used in a cloud, 
which probably will become more and more common over time. The 
first thought would be that it simplifies the choice – you just test it in 
the cloud where it is supposed to be deployed. Still, it will not work too 
well if you need to do performance optimization or troubleshooting and 
want tests to be completely reproducible. In this case, you may need 
something like an isolated private cloud with hardware and software 
infrastructure similar to the target cloud, and monitoring access to the 
underlying hardware to see how the system maps to hardware resources 
and if it works as expected. Real-world network emulators may be used to 
make sure that performance testing is representative of how the system 
would be used in production – otherwise we would not be taking into 
account such factors as network latency, bandwidth, jitter, etc. So, if we 
need optimization for cloud software, we may still need a lab – but the 
lab should be more sophisticated to emulate the cloud environment and 
real-world network conditions. An ultimate example of such a lab is the 
lab Microsoft created for testing IE, described at blogs.msdn.com/b/b8/
archive/2012/02/16/internet-explorer-performance-lab-reliably-measuring-
browser-performance.aspx.
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Thus, we have different options for the system and load generators deploy-
ments, and which option (or combination of options) would be the best 
depends on the goals of performance testing. For example, some typical 
performance testing scenarios might be:

 ▪ System validation for high load. Outside load (service or cloud) 
against the production system may be the best option here. We 
have a wider scope of testing, but lower repeatability.

 ▪ Performance optimization/troubleshooting. An isolated environ-
ment may be the best option here. We have a limited scope, but 
high repeatability.

 ▪ Testing in cloud. This may be the best option for periodic tests to 
lower costs. We have a limited scope and low repeatability.

So, factoring the cloud into performance testing, we have at least two 
major alternatives (with a variety of subtler options): coarse performance 
testing in or from the cloud with inherent variability (and probably some 
savings on hardware and configuration costs) or granular performance 
testing and optimization in a isolated environment (thus avoiding vari-
ability with, probably, higher hardware and configuration costs). For com-
prehensive performance testing you may even need both lab testing (with 
reproducible results for performance optimization) and realistic outside 

testing from around the globe (to check real-life issues that you cannot 
simulate in the lab). Doing both would be expensive and makes sense 
only when performance really matters – but if you are not there yet, you 
may get there eventually. ◼

For the last fifteen years, Alex Podelko has worked as 
a performance engineer and architect for several com-
panies. Currently he is Consulting Member of Techni-
cal Staff at Oracle, responsible for performance testing 
and optimization of Hyperion products. He blogs at 
www.alexanderpodelko.com/blog and can be found on 
Twitter as @apodelko.
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Do you want to write an article for 
the next Testing Experience?

CaseMaker SaaS systematically supports test case design by covering the techniques taught 
in the ISTQB® Certifi ed Tester program and standardized within the British Standard BS 7925. 
The implemented techniques are: Equivalence Partitioning, Boundary Check, Error Guessing, 
Decision Tables and Pairwise Testing. Risk-Based Testing is supported as well.

CaseMaker SaaS fi ts between 
Requirement Management and 
Test Management/Test Automation.

Subscribe and try for free! 
Decide afterwards.

One license starts at 

75 €/month (+ VAT)

saas.casemaker.eu

Enjoy Test Case Design in the Cloud
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If you would like to participate in the next issue, please complete the 
following steps:

1. Download the Microsoft Word template from our website and 
complete it, including a short biography of the author(s).

2. Submit your finished article to our online system, after which our 
editorial board will rate it and our editor José Díaz will accept or 
reject it.

3. If your article is accepted, we will contact you and ask you to send 
the figures and pictures to be included in the article in the high-
est resolution you can provide (72 DPI for screenshots, 300 DPI 
minimum for all other image files), as well as the photo(s) of the 
author(s) to editorial@testingexperience.com.

4. Download the consent form (PDF) from our website and sign 
it, scan it and send it to editorial@testingexperience.com. If an 
article was written by several authors, all of them have to sign the 
consent form individually.

5. After your article has been reviewed for spelling and grammar 
and has been returned to you, you accept or reject the changes.

Note:

Please take care of copyrights and registered trademarks.

We do not accept sales pitches advertising a product or company.

Your article must not have been published before.

There will be no remuneration.

For any questions please email us at editorial@testingexperience.com.

Testing Experience schedule

Issue Deadline for articles Topic

No. 21 (Mar 2013) February 1, 2013 Requirements Engineering, 
Development and Testing – 
Skills Needed by Future 
Testers

No. 22 (Jun 2013) May 1, 2013 Test Data Management

No. 23 (Sep 2013) August 1, 2013 Tooling & Fooling – What 
Should I Take Care of?
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